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Abstract.

For low-resource languages, the development of resources and tools
that improve the use of neural machine translation is relevant. However,
large dictionaries and corporations require considerable memory, which
limits the use of neural machine translation and can cause memory er-
rors. These restrictions can be removed by dividing each word into mor-
phemes in parallel primary corpuscles. Therefore, it is advantageous to
use the segmentation method (CSE), which is based on a complete set
of suffixes, which allows you to reduce the vocabulary of the initial cor-
puscles.

The purpose of this work is to get acquainted with the features of the
morphological grammar of the Karakalpak language, to consider and
summarize all sets of suffixes, stems, stop words. And the use of accumu-
lated linguistic resources in the segmentation of texts.

Keywords:
Karakalpak language, text segmentation, complete set of language
endings, agglutinative languages, Turkic languages.
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1. Introduction

The huge flow of information on the Internet has led to the rapid
development of the natural language processing industry (NLP). Cur-
rently, various research mechanisms are developing their own projects,
such as the exchange of information between users, machine translation
of information, the presence of spam filters, checking e-mail and the
development of question-answer systems. However, due to the lack of
knowledge of the structure of some languages, there are issues that do
not fully meet the needs of the user.

Today, Karakalpak is one of the least resourceful Turkic languages.
The increase in information resources available on the Internet in the
Karakalpak language leads to the need to develop search engines in the
Karakalpak language to access them. This project provides an algorithm
for segmenting words from texts in the Karakalpak language, in par-
ticular, a segmentation algorithm based on a complete set of language
endings, its features.

The algorithm takes into account the specifics of the input data and
is designed so that the necessary calculations are performed in a single
pass. For the algorithm to work, you need a complete set of connections
in that language, as the name implies. Since Karakalpak is a low-resource
language, no one has created a complete set of prefixes before me, so
compiling a complete set of prefixes was a full-fledged study.

Scientific contribution: Experiments were performed using the accu-
mulated linguistic resources and machine translation algorithm based
on the morphological model of the CSE.

In addition, various research mechanisms are developing their own
projects, such as the exchange of information between users, machine
translation of information, the presence of spam filters, checking e-mail
and the development of question-answer systems. However, due to the
lack of knowledge of the structure of some languages, there are issues
that do not fully meet the needs of the user. One of the problems of
research engines today is the morphological and morpheme analysis of
words encountered in the processing of user requests. An example of
such a language is Uzbek, which belongs to the Turkic language family.
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Karakalpak is one of the agglutinative languages. That is, in this lan-
guage, each grammatical meaning is expressed by individual affixes.
The term affix in the grammar of the Karakalpak language is taken in
the same general sense as in the grammar of other Turkic languages. It
means prefixes, infixes, suffixes, suffixes, prefixes. Today, the structure of
the Karakalpak language is complicated by the influence of Arabic, Per-
sian and Russian. To solve such problems, we pay special attention to the
morphological grammar of the Karakalpak language, which allows us to
get accurate results from search queries.

2. Motivation and related works

Currently, there is no segmentation algorithm based on a complete set
of connections to Karakalpak texts. And the complete set of suffixes in
the original language is very important for the morphological analysis of
sentences in that language, as it guarantees that any word is analyzed in
terms of grammatical (lexical) characteristics. This is an important issue
for a machine translation system, as the complete set of connections of
one language in machine translation determines the completeness of the
system of conversion from one language to another at the morphological
level.

Getting acquainted with the features of the morphological grammar
of the Karakalpak language, reviewing and summarizing all sets of suf-
fixes, stop words, creating programs for stemming and segmentation of
texts in the Karakalpak language.

The task of morphological segmentation was proposed by Harris [2].
One of the most important tasks in neural machine translation is to seg-
ment the source text. This task is associated with the reduction of NMT
vocabulary, as well as the solution of the problem of rare and unknown
words. Research work related to segmentation for NMT can be divided
into work based on the BPE method, Morfessor and final state convert-
ers. [3,4,5].

Sennrich et al. developed methods for dividing corpses into frequent
strings of symbols. Specifically, the known byte-pair encoding (BPE)
compression method was used in these methods in the Anglo-German
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and Anglo-Russian NMT systems. The authors adapted the BPE algo-
rithm to the segmentation task and created an open dictionary. The ad-
vantage of the BPE-based method of segmentation is that it allows you
to often translate rare words into phrases and translate unknown words,
which is one of the main goals of the NMT. The BPE segmentation meth-
od is the preferred approach to subword segmentation.

The BPE-based method involves dividing words into different vari-
ants; however, this approach does not apply to languages with a rich
morphology, such as Kazakh. For example, during the training period,
the words “projects”, “project of” and “of the project” are presented in
the form “project” (correct segmentation of “projects” by the BPE meth-
od, respectively, “project”. (correct segmentation - “project critique”)
and “project </w>” (without segmentation). When the BPE method is
applied to files during testing, these words are not separated, but are left
as whole words. It is explained that the experiments in Section 4 confirm
this hypothesis, so the vocabulary of BPE-based segmentation is greater
than that of morphological segmentation.

Sanchez-Cartagena and others demonstrated morphological segmen-
tation using Apertium and combined the results of a rule-based machine
translation (Sanchez-Cartagena et al., 2019). They segmented the origi-
nal text using a rule-based morphological analyzer. If the word does not
have the correct segmentation, many segmentation variants have been

created, as there have been known suffixes that correspond to the word.

3. Morphological calculation model of the Karakalpak language

The Karakalpak language is closest to the Kazakh and Nogai languag-
es. He also mastered a large vocabulary and, to some extent, the gram-
mar of the Uzbek language. Like the vast majority of Turkic languages,
Karakalpak has a vowel consonant, no agglutinative and grammatical
gender. The word order is usually a subject-object-verb.

Agglutinative structure is an important feature that should be tak-
en into account when translating from Karakalpak and bring it closer
to other languages of the Turkic group of languages. Agglutination is
the addition of many suffixes, each of which has its own grammatical
meaning. For example, the suffix -axax is used to denote the future tense
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(Amaxxak — On amapgpr); The suffixes -man / -MeH and -caH / -ceH are
used to denote this moment (amaman — MeH anMaiiMbIH, 6epeceH — ci3
6epecis); and the suffix -n (anpinman - angbiM) serves as a suffix of the
past tense (with the meaning of execution).

Another important morphological feature of the translation into
Karakalpak is the productive use of gerunds ending with the verb phras-
es -a / -e / -y, -1, which are formed in accordance with the analytical
principle and represent the method of action (JKen Toitbin angeim —
Men ToitgpiM). The main objectives of the study are literature search,
segmentation analysis and review of dissertation materials, compilation
of complete sets of endings in Karakalpak, segmentation and study of
Karakalpak text based on a computational model of morphology based
on a complete set of endings.

Karakalpak language connection system. Let’s divide the system of
word endings in the Karakalpak language into 2 different classes. The
first is for nouns (nouns, adjectives, numerals) and the second is for
verbs. Below I show the system of suffixes for nouns in the Karakalpak
language.

In the Karakalpak language, there are four types of suffixes that con-
nect to the base of nouns:

- plurals (denoted by K),

- dependency connections (denoted by T),
- auxiliary connections (denoted by C),

- split connections (denoted by J),

- Stem (denoted by s).

Let’s look at different options for connecting types of connections. It
can be a single connection, it can be two different connections, it can
be three and four different connections. We determine the number of
all possible variants in the sequence of this placement by the following
formula:

12
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A *=n!/(n-k)!
Then the number of placements is determined as follows:

A= 41/(4-1)!=4,

A= 41/(4-2)!=12,
A= 41/(4-3)!=24,
A'= 41/(4-4)!=24,

Then the number of placements is determined as follows: alt is calcu-
lated by a pure formula. Now let’s count the possible sequences accord-
ing to the language rules.

1) K,T,G]J
For example: 6ananap, 6anam, 6ajaMHBIH, 6a/TaMBbIH.

2) KT, TG, CJ, JK
KC, T), CT, JT
K], TK, CK, JC.

For example: kuTarmmapbiM, KUTAIUIAPBIMAbI, OuU3ep 6Gamamapmbis,
KUTaOBIMHBIH, Oa/1aH6bI3, OamagaHOBbI3.

3) KTC, KTJ, TCJ, TCK, CJK, CJT, JKT, JKC
KCJ, KCT, TJK, TJC, CTK, CTJ, JTK, JTC
KJT, KJC, TKC, TKJ, CKT, CKJ, JCK, JCT.

For example: kuranmmapbiMzbl, OanmamapbiHOBI3, OamaHHAHOBI3,
6amanmapnaHoObI3.

4) KTJC, TKJC, CKT]J, JKTC
KTC]J, TKC], CKJT, JKCT
KJTC, TJKC, CTK], JTKC
KJCT, TJCK, CTJK, JTCK

13
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KCT]J, TCJK, CJKT, JCKT
KCJT, TCK], CJTK, JCTK

In the order of placement, there are four in 1 sequence, six in 2 se-
quences, and four in three different sequences. The total number of
placement sequences is 15. In accordance with the sequence of place-
ment of the connections we have identified, I took the children’s word
and gave an example of all these sequences.

In general, Karakalpak is the most similar language to Kazakh among
the Turkic-speaking languages. Sound harmony, as in the Kazakh lan-
guage, depends on the law of synharmonism. That is, the connections
connected depend on the thickness and thinness of the final sounds, or

in other words, the law of synharmonism.

4. Experiments and results

Stem dictionary is a necessary resource for the application of stem-
ming, morphological analysis algorithms in any natural language. This
is due to the fact that when applying the stemming algorithm to the text
of the Karakalpak language, there were many mistakes due to the lack of
the necessary stem words. That is, they recognized the last letters of the
stems, which should not be divided, as a connection and separated them.

During the study, different methods were used to collect stem words:

1. The first Lexicon Free stemming algorithm was compiled on the
basis of distributed stem words, using Uzbek language texts. How-
ever, it was very difficult to identify many words due to the fact that
this algorithm incorrectly divided many words. But as a result of
this algorithm, more than 1,000 stem words were collected.

2. With the Lexicon Free stemming algorithm, it became difficult to
collect stem words, so we moved to collect words based on books.
We took the Karakalpak-English translation dictionary, cleaned it
and added about 19,000 new stems.

3. A common Karakalpak-Russian dictionary written in the Cyrillic
alphabet was found and translated into the Latin alphabet. There
are about 1,500 of them.
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4. Many stem words are based on the use of the Stemming algorithm
with stem stemming algorithm. Using this stemming algorithm,
many stem words that were not on the list were identified.

5. About 2,000 names of people in the Karakalpak language were add-
ed to the list.

As a result, a stem dictionary of 25,161 words was created.

Application of stemming algorithm to the text of the Karakalpak
language. To use the morphological segmentation algorithm for the
Karakalpak language, it is necessary to perform two main stages:

1. Divide all words in the text into bases and suffixes;
2. Divide the connections into individual segments.

Accordingly, the stemming algorithm is first performed on the texts.
Stemming is the process of finding the basis (stem) for a given origi-
nal studied word. Stemming algorithms are divided into several types
depending on their performance, accuracy, and how to overcome any
stemming problems. One of them is a stemming algorithm based on a
set of connections used in the research. Basically, it is said that these al-
gorithms are performed for all languages belonging to the group of Tur-
kic-speaking languages, because the languages belonging to this group
are agglutinative. That is, the structure of words is realized as a result
of the addition of suffixes and suffixes to the root. And on the basis of
this model, the Kazakh language texts were stemming, segmented and
showed excellent results. The next step was to test these programs in oth-
er Turkic-speaking languages. In particular, according to the topic of my
research, the research language is Karakalpak. The CSE-based stemming
algorithm includes the following steps:

1) The length of the word is determined: L (w).

2) Determine the length of the conjunction of the word under con-
sideration: L [e (w)] max = L (w) - 2, where 2 is the minimum
length of the base.
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3) If L (w) <L (e) max; then L [e (w)] is replaced by L [e (w)] max: L
[e (W)] =L [e (w)] max.

4) The value of L [e (w)] is replaced by the value of L (e) max: L [e
(w)] =L (e) max.

5) Select the suffix e (w) corresponding to the length L [e (w)] for the
word w under consideration.

6) Check that e (w) matches the length L [e (w)] with the suffixes in
the complete lists. If it corresponds to any connection, then the
root word is determined by the formula st (w) = w - e (w). If this
step is performed, the algorithm completes.

7) In case of discrepancy, the length of the measured connection of
the word under consideration is reduced by another number: L [e
(w)] =L [e(w)]- 1.

8) If L [e (w)] <1, then the word w has no suffix. The algorithm ends
here. In other cases, it goes back to step 5 until the corresponding
connection is determined.

In accordance with the morphological model of the CSE, we exper-
imented using stem vocabulary, using the above-mentioned linguistic
resources and the stemming algorithm. Uzbek texts about computers
and books were obtained from the Internet as a text resource. In total,
experiments with 82 sentences of 1,046 words were performed using a
basic algorithm based on the CSE morphological model. We manually
checked each word of the result obtained by the experiment separately.
As aresult, the accuracy of the model with Karakalpak texts showed very
good results. As these algorithms experimented with the text, suffixes
that were not in the list were identified, and new stem words were added
to the list. During the experiment with the use of accumulated linguistic
resources, the accuracy increased from 90.6% to 94.5%.

Professor U. Tukeyev developed and proposed an algorithm for ma-
chine translation from Kazakh into Karakalpak languages (Tatar, Turk-
ish, Uzbek, Karakalpak, etc.) based on the model of a complete set of
connections.

16
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Here is a step-by-step description of this advanced machine transla-
tion algorithm:
We consider the given text or sentence in words.

1. A word is given: w..

2. Distinguish the si system and the e, suffix of the given word w, us-
ing the Stemming algorithm with stems-lexicon according to the
CSE (Complete Set of Endings) morphology model [1, 2]. w, = s+
e.

3. The corresponding translation of the system s, in the original lan-
guage (SL) in the target language (TL) is searched in the dictionary
of identified systems in the Kazakh and Karakalpak languages. If
the dictionary finds the system s corresponding to the system
s.’" then siTL is taken as a translation of the given s . If not found,
the given s translation will be represented by itself, ie s5".

4. The corresponding translation of the suffix e, in the original lan-
guage (SL) in the target language (TL) is searched according to the
table of morphological connections of the Kazakh and Karakalpak
languages. The EndingsSL column in the table contains rows with
the e’ connection. The e connection in the EndingsTL column
corresponding to the e connection from the table is taken as a
translation. If ™ is more than one, then e is selected based on
the rules of the language for s™.

5. s and e will be combined and presented as a translation of the
original word w..

6. The end.
Table 1. Examples of algorithm steps.
Algorithm steps For example
w; Tocinzepi
w;=s; te; ToCLI — Aepi
s;% according to s} - TOCLI — eritpe
el according to e/ nepi — leri
wllt=sIt+elt eritpeleri
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In general, the preparation of a database of basics takes a lot of time
and manpower. Due to the time constraints of scientific and technical
work, a small translation model with 461 bases and 22 closing words was
developed. The results of the translation are given in the table below. The
higher the stem vocabulary, the higher the translation result.

When testing the operation of a machine translation algorithm based
on the model of a complete set of Kazakh and Karakalpak suffixes, a text
consisting of 45 parallel sentences in the Kazakh and Karakalpak lan-
guages was used.

Table 2. Results of BLEU metrics.

TER WER BLEU
Kazakh- 0.36 0.32 49
Karakalpak

The lower the TER value, the higher the translation quality. Althou-
gh the results of the official evaluation of machine translation using the
proposed technology showed a high percentage of errors, the translati-
on itself was very close to the translation model. This indicates that the
proposed technology can be used. In addition, the proposed machine
translation technology does not require a large number of parallel hou-

sings for training.

5. Conclusion and future work

This article develops a method of morphological segmentation of the
Karakalpak language based on CSE. The paper presents a dedicated lan-
guage resource of Karakalpak language suffixes needed to solve the prob-
lem of segmentation of Karakalpak texts for neural machine translation.
To perform morphological segmentation, a complete set of suffixes was
collected and possible types of noun and verb endings of words were ob-
tained using a combinatorial approach based on the semantic correspon-
dence and compatibility of words. The proposed CSE-based segmenta-
tion may also apply to other languages in the Turkic language group.

The main part of the article provides a general and morphological de-
scription of the Karakalpak language. Based on the description, a list of
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endings in the Karakalpak language was obtained, and a combinatorial
definition was given for each type of connection. A review of the works
on the morphological segmentation and its status in the Karakalpak lan-
guage was identified. Based on the developed model, the results were
tested in morphological segmentation and stemming problems and de-
scribed.

As a result of this project, a morphological model of the Karakalpak
language was developed and experiments were performed on such mod-
els as stemming algorithms and morphological segmentation. The ob-
tained results will help to make a comparative analysis with the struc-
ture of other modern Turkic languages and to solve the problem of lan-
guage distance. In addition, based on the obtained model, it can help to
perform neural machine translation into Turkic languages other than
Karakalpak.

One of the difficulties encountered during the implementation of this
project is the lack of electronic records in the Karakalpak language. In
the future, it is planned to increase the size of the case in Karakalpak
and translate machine translation into Kazakh. Also, CSE-based Kazakh,
Turkish, Uzbek, etc. On the basis of modern languages used in the Tur-
kic group, such as It is also possible to study the problems of obtaining
information, morphological analysis on the basis of the obtained CSE.
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identifying incorrect words for the Kazakh
language in semi-structured data
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Abstract.

Nowadays, the amount of information that humans and machines
produce in natural language is increasing significantly. Information re-
trieval systems, machine translation, spell checkers, and conversational
systems perform analysis and processing of natural language texts. Thus,
the range of automatic text processing systems is wide and includes a
variety of tasks. One of the most important tasks (directions) of natu-
ral language processing is the search for errors in the text and words in
it, the identification and correction of incorrect words. The article dis-
cusses methods for identifying incorrect words of the Kazakh language
in semi-structured data, a model and methods for identifying incorrect
words of a general language character. The study identified the most
common types of errors in the words of the Kazakh language, obtained
from semi-structured data. The necessary materials for identifying in-
correct words in the language are collected and the results of the exper-
iment are presented.

Keywords:

Semi-structured data, Kazakh language, Approach, Internet, Social
network, incorrect words, Stemming.
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6. Introduction

The huge flow of information on the Internet and social networks has
led to the rapid development of the natural language processing indus-
try, computer linguistics. Currently, various research mechanisms are
developing their own projects, such as the exchange of information be-
tween users, machine translation of information, verification of e-mail,
and the development of question-answer systems [1]. In general, the task
of finding and correcting errors in texts and words in them is one of the
main tasks of word processing in natural language. For more than half a
century, this topic has not lost its relevance, new methods have emerged,
the scope of its application is expanding. On the Internet and Instagram,
Vkontakte, Twitter, and other social networks, applications are very at-
tractive in terms of receiving and analyzing information in messages,
because the information in these systems is real, it appears at this time
[2]. However, the text on the Internet often differs from the generally
accepted norms of the language. There are errors, deliberate distortion
of words, mistakes [3]. Words with such errors, that is, incorrect words,
can be processed and analyzed by identifying and correcting the neces-
sary information. And these errors makes the text harder to read and,
worse, harder to process. Natural language processing requires normal-
ized forms of a word because incorrect spelling or digitization of text de-
creases informational value. A spelling error, for example, in a database
of medical records, diminishes efficiency of the diagnosis process, and
incorrectly written comments and publications of users on the Internet
can influence research or organizational processes [4].

Due to the fact that the Kazakh language belongs to the group of
low-resource languages, it is known that there are few translation sys-
tems, dictionaries, corpus (multilingual and bilingual), systems, and
programs for detecting and correcting errors in words. Accordingly, to-
day it is important to develop resources and tools, systems, as spelling
errors detection programs that improve the use of languages with limited
resources, such as the Kazakh language.

6.1 Semi-structured data

Semi-structured data is data that does not conform to the rigid struc-
ture of tables and relationships in structural relational database models.
Online information is not always relevant to a particular field of knowl-
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edge. In this regard, many organizations and scientists are developing spe-
cific algorithms for creating the structure of the text, which is not related
to the field of education [5]. Examples of systems with semi-structured
data include comments, publications and texts written by users on the In-
ternet, websites, and social networks [6]. Data from such systems is of
great interest for research and applications, as it is possible to publish peo-
ple’s opinions and moods on any issue in real-time and contribute to the
increase of information. It also helps to change people’s attitudes towards
business, politics and the social system today. Each type of data has its own
characteristics, which must be taken into account when collecting, prepar-
ing, pre-processing, and describing objects. We used information from the
Internet and social media and this data is semi-structured as mentioned
above. And this data has been used in research and experiments.

7. Related works

The problems and works on spelling error detection and correction
in text began in the 1960s and continues to the present day. There are
good reasons to continue research in this area in order to improve qual-
ity and performance, as well as to expand the range of possible appli-
cations. For example, even though system programs (language proces-
sors, etc.) are becoming more powerful and complex, they do not help
the user (with very few exceptions) to correct many obvious spelling
errors in the input source data [7]. For 50 years of solving the problem of
finding and correcting errors, researchers have tried a huge number of
different methods. From character codes and n-gram acceptance tables
and the direct application of the Damerau-Levenshtein distance to the
active use of various machine learning methods, phonetic information
about a word and machine translation methods. And the construction
of systems for detecting and correcting errors in the text faces a number
of fundamental and unresolved issues: compact storage of dictionaries,
effective methods of morphological and syntactic analysis, and a system
of scientific editors, i.e. a person who conducts literary and scientific
processing of scientific and technical texts [8]. English text correction
systems include «Grammarly», «ReversoSpeller» and more applies. Rus-
sian text editing systems include: «Orfogramka», «ORFO» and others.
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For agglutinative languages (such as Turkish, Kyrgyz, etc.) there are er-
ror checking systems, for example, a built-in spell checker in MS Word.
But these systems are not suitable specifically for the Kazakh language.
And unfortunately, there are no (in the public available) analogues of the
previously listed systems for the Kazakh language.

An analysis of text verification and correction systems for English and
Russian languages. During the research and analysis, texts of different
styles, texts on the Internet and social networks, messages were considered.
The advantages and disadvantages of the systems are shown in Table 1.

Table 1. Comparative characteristics of text verification and correction
systems (system for English and Russian).

Text checking Disadvantages Advantages
and editing
systems
Microsoft.com  Recognizes some words that are In most cases,
not in the inserted dictionary and it identifies
classifies them as incorrect words.  incorrect words

in a large text.

ORFO - https://  Shows good results in the use of Finds complex

online.orfo.ru/ individual words, can not find errors and
some errors in large texts. mistakes,
different
options. Shows
all possible
word correction
options.
Orfogramka In some cases, it can’t detect word Identifies
- https:// errors. difficult errors
orfogrammka. and mistakes,
ru/ different
options.
Online- In some cases, it can’t correct the Identifies
spellcheck.com  wrong words. different

versions of
incorrect words.

27



MACHINE LEARNING

To date, the analysis of text correction systems has been carried out.
The disadvantage of these text-correction systems is that they cannot be
applied to the Kazakh language, as it is an agglutinative language with a
complex morphological and lexical form [1].

To identify errors in the text and develop systems for correcting them
in the Kazakh language, it is necessary to focus on the specifics of the
language. Kazakh language is an agglutinative language group with the
participation of morphological and syntactic rules and is a language with
semantics depending on the structure of sentences.

At the same time in the process of automatic editing of Kazakh texts
to ensure the correctness of the words in the text, control the correct
transfer of word forms, etc. such control levels are included. As a log-
ical result of this work, there is an electronic dictionary of the Kazakh
language and systems for checking the accuracy of the Kazakh language
texts, which have reached the industrial level of use. However, systems
for checking the accuracy specifically for weakly structured texts in the
Kazakh language are not publicly available, and even commercial soft-
ware is difficult to find on the Internet [9].

7.1 Types of errors

Errors in the text are divided into two classes: typographic errors and
cognitive errors. Spelling errors - a person does not know how to spell a
word. . Typographic errors (real word errors) are related to the keyboard
and hand/finger movement where spelling errors happen because of two
letters keys’ closeness on the keyboard. But this is not limited to the type
of error. To date, several types of errors have been identified, especially
in semi-structured data [10, 11].

In the course of the study, the following cases were identified when
detecting incorrect words from words of the Kazakh language obtained
from semi-structured data, i.e. the following types of errors in words are
indicated:

spelling errors (myxut (mubhit)- myxut (myhit));
typographic errors (kitam (kitap)- kiam (kiap));
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deliberate distortion of words (anraaa (algaaa), Tarma (tagda));
punctuation errors;

spelling words with Russian alphabet;

spelling words with Latin alphabet;

abbreviations, etc.

8 Approach for identifying spelling errors

Spelling error detection is associated with identifying a word as an
incorrect word. Spelling checking methods include dictionary search
methods that compare words and place them in a language dictionary.
Failure to identify a word in the dictionary indicates a spelling error.
Also, the most commonly used method is n-grams algorithms. Other
methods used to determine to spell include morphological analysis, fi-
nite-state transducers, and machine learning algorithms. Hybrid meth-
ods are also used to check to spell [12].

There are many algorithms for checking the spelling of text docu-
ments. Figure 1 shows the use case diagram showing what types of algo-
rithms are available to detect word errors.

Cli e v

Pl kAT O ey
e »

Diptertng ngell o
L rpc e cha brwikh n-gram

C Pl el Pl | P P ol @ v
Il il

weck for eplaga

chack bor capehel leker

Fig. 1. Use case diagram showing the algorithm
for detecting errors in word.
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As shown in the diagram, the first method is to check the spelling
with a dictionary. Dictionary verification is divided into verification
through a dictionary of all words and verification through a dictionary
using a set of rules.

Checking with a set of rules. A dictionary that uses a set of rules checks
that all words are spelled correctly using language rules.

Checking with the dictionary of all words. A dictionary is a file in .txt
format, which contains all the words in the Kazakh language, including
all forms of words. The words are arranged in alphabetical order, each
word is in a new line. Checking is performed by a regular search for a
word in the dictionary. If all the letters of the word match the word in the
dictionary, then it is the correct word. If there is no such word, then it is
wrong or incorrect [13].

The second method is to check the spelling without the help of a dic-
tionary, which includes checking the capital letter at the beginning of the
sentence, checking the repetition of words, and checking with n-grams.
Capitalization, that is, each letter after the dot should automatically be-
come an uppercase letter. A repeat test shows that the user wrote two
identical words in a row. N-gram analysis is formulated as a method of
finding misspelled words in a text array. Instead of comparing each word
in the text with a dictionary, only n-grams are checked. If no or rare
n-grams are detected, the word is marked as misspelled, otherwise, it is
correct. This method does not depend on the language, because it does
not require knowledge of the language used [14, 15].

In addition, research has been conducted on models that identify in-
correct words in the language. As a result, an approach was developed
to identify incorrect words in the Kazakh language. Figure 2 shows an
approach of incorrect words.
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Fig. 2. Scheme of the approach for identifying incorrect words.

As shown in the approach, first the texts are collected from the
semi-structured data, then the text is pre-processed, then we divide the
text into sentences, sentences into words, and a set of words is formed
from those words, respectively. Using the created dictionary of correct
words, it is checked that the words in the set of words belong to the words
in the dictionary of correct words, ie words are considered correct if they
are defined in that dictionary, otherwise, they are considered incorrect.
To find incorrect words for the Kazakh language, a stemming algorithm
based on the CSE-model developed by Professor Ualsher Tukeyev and
his team [10, 16] is used. With the help of the stemming algorithm based
on the CSE-model with stems-lexicon [10] the word is separated into
stem and endings, if these stem and ending of given word are found in
the stem dictionaries and in the complete set of endings of the Kazakh
language [17], then the word is correct, otherwise case the word is in-
correct.

The proposed approach provides high performance due to the sim-
plicity of the structure. Covers the grammar of the Kazakh language
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based on the CSE-model and stem dictionary, and therefore more accu-
rately finds errors in the text. To further improve the quality, an addition
to the stem dictionary is proposed.

9. Experiments and results

During the research, a program was developed to assemble the cor-
pus in the Kazakh language. In the Google Colab application, a corpus
of 117356 sentences in the Kazakh language was compiled corpus us-
ing code written in the Python programming language. We assembled
corpus from websites using Python scripts that use the BeautifulSoup
and Request libraries in Python. This assembled dataset was analyzed by
scripts based on the HTML structure. The corpus includes information
on 1200 web pages published in the Kazakh language on the sites akorda.
kz and nur.kz. Various statistical calculations were performed on the as-
sembled corpus, the words in the corpus were analyzed and a dictionary
of correct words was created, supplementing the data. Table 2 shows the
information required to implement the program.

Table 2. Input data for the implementation of the program.

Text in corpus Number of sentences
akorda.kz 91678
nur.kz 25678

The problem that arose when assembling the corpus was the need to
pre-process the corpus data. This is due to the fact that information from
sites comes in a variety of formats. It is necessary to consider cases of
getting rid of unnecessary symbols, correcting sentences, splitting sen-
tences into words. It will take some time.

For the experiment was used the stemming program described and
available in [10, 16], also, were used the language resources of the Ka-
zakh language, namely the dictionary of stems and stop words, complete
set of endings available in [17]. The program was tested several times.
Table 3 shows the results of the experiment.
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Table 3. Experimental results of the developed stemming algorithm

for the Kazakh language.
Number of Number of Number of Accuracy, %
checked words ~ words for which ~ words for which
the stemming the stemming
algorithm was algorithm was
performed performed
correctly incorrectly
1339 1210 229 90
3233 3007 266 93
939 882 57 94
1239 1189 50 96
869 843 26 97
741 726 15 98

After working with the program, the results of the experiment were
analyzed. Using the stemming algorithm, the roots of words (stem words)
and endings were obtained. After the stemming process for words in the
input text, the following errors were encountered in the analysis of the
results:

- the stemming algorithm was performed on some words, assuming
that there are endings on the basis of the word;

- the stemming algorithm for words was not performed correctly be-
cause some endings were not found in the affix file.

The solution of these problems was considered by adding words to
the list of stem words, supplementing the set of endings. And another
problem to consider is the difficulty of collecting stem words. With each
experiment, we added stem words. In the next experiment, there were
stems from the previous experiment. Taking them into account, it be-
came necessary to collect universal and unique stem words with each
test. It took a long time. To solve this problem, the stem words collected
in each experiment were checked against the list of stem words by the
program.
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In the process of working with the program were collected stem words,
stop words, as well as the ending of the Kazakh language. The following
table (Table 4) lists the linguistic resources collected in the experiment.

Table 4. Linguistic resources were collected as a result of the experiment.

Linguistic resources Number of elements of
resources
dictionary of stop words 495
dictionary of Kazakh language endings 3140
dictionary of stem words 56398
dictionary of correct words 87376

Also, a dictionary of correct words was used to identify incorrect
words in the Kazakh language from semi-structured data. This dictio-
nary was created using the corpus and taking into account the morpho-
logical features of the Kazakh language. Experiments were carried out
on the method of checking the dictionary and the method of checking
the roots and endings of words. A comparative analysis of about 3,000
messages and texts was conducted. The following table shows (Table 5)
the results of the experiment.
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Table 5. Results of comparative analysis messages.

Objects that ~ Percentage of Common types Percentage of types
were errors of errors of errors, %
analyzed in 400 entries,
%
Instagram 54,6 spelling, spelling - 16,43,
typography, spelling typography -
in Russian and 25,56, spelling in
Latin alphabets, Russian and Latin
abbreviations alphabets - 34,88,
abbreviations —
17,12, other - 6
Facebook 39,64 spelling, spelling - 11,13,
typography, typography - 21,87,
spelling in the spelling in Russian
Russian alphabet, alphabet - 43,89,
abbreviations abbreviations —
19,11, other - 4
VKontakte 47,78 spelling in Russian  spelling in
and Latin alphabets, Russian and Latin
abbreviations, alphabets -48,93,
spelling, abbreviations
typography, - 9,57, spelling
deliberate - 10, typography
distortion - 17,86, deliberate
distortion - 9,41,
other - 4.63
https:// 32,57 spelling, spelling - 22,5,
massaget.kz/ typography, typography - 53,
abbreviations abbreviations —
20,06, other — 4,44
https://kaz. 31,78 spelling, spelling - 18,32,
tengrinews. typography, spelling typography - 28,65,
kz/ in the Russian spelling in the

alphabet

Russian alphabet -
46,91, other - 5,12
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Here, at first, data from sites and social networks were collected,
both automatically using the program and manually. Then the process
of identifying incorrect words was carried out using the developed soft-
ware product. The percentage of errors was calculated as the number of
erroneous words divided by the total number of words in messages of
one object. The percentage among the types of errors was calculated in
this way. To classify and analyze errors, experts-linguists were involved
and these experiments were carried out. As shown in the table 6, posts
on sites and social networks were considered for comparative analysis.
600 messages were received from each object, respectively, 3000 mes-
sages were received from 5 objects in total. Based on this developed ap-
proach from semi-structured data (for example, comments from social
networks and news web pages) in the Kazakh language were found in-
correct words and defined basic types.

10. Conclusion and future work

The article reviews the literature in accordance with research and ana-
lyzes methods and technologies for identifying incorrect words in natural
languages. A comparative analysis of text correction systems has been
carried out. The disadvantage of these systems is that they cannot be ap-
plied to the Kazakh language, since the Kazakh language is an aggluti-
native language with a complex morphological and lexical form. In this
regard, analyzing the methods and systems for detecting errors in the
text, models for identifying incorrect words of the Kazakh language were
developed, and a dictionary of correct words of the Kazakh language was
compiled. The corpus is assembled in the Kazakh language using a pro-
gram code created taking into account the features and peculiarities of the
Kazakh language. An approach was developed for identifying incorrect
words from semi-structured data, which worked on the basis of the stem-
ming algorithm with basic vocabulary according to the CSE (Complete
Set of Endings) morphological model, and the main types of errors were
identified. The experiment was conducted on data from social networks
and news web portals. In general, according to the results of the experi-
ment, the accuracy of determining incorrect words was more than 90%.
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The main contribution to this work is made by the automated selec-
tion of the corpus for the Kazakh language. Development of an approach
to identifying incorrect words of the Kazakh language, taking into ac-
count the linguistic properties of the language and the creation of lin-
guistic resources and programs for collecting data in semi-structured
data.

In the future, methods for correcting errors in the Kazakh language,
expanding the accumulated and processed corpus and supplementing
information will be developed and implemented.
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Abstract

Nowadays, it is becoming more difficult for organizations to survive
in increasingly competitive and unstable environmental conditions. In
such an environment, it is very vital for organizations to be aware of
changes and developments, to keep up with them, and perform quickly.
What makes this possible for organizations is the degree of their agility.
Industry 4.0 has formed a possibility of digital shift and transformation
for organizations and also Industry 4.0 applications enable companies
to adapt to transformations in the external environment as well as to re-
spond proactively to these related changes. As a matter of fact, Industry
4.0 applications have a crucial role in the development and formation
of organizational agility. Machine learning is one of these applications.
Machine Learning, which is a bunch of algorithms, that focuses on cre-
ating methods and systems that will enhance performance and uses both
statistical and mathematical techniques for this. Machine learning appli-
cations warn organizations against the rapidly changing and competitive
external environment and aim to enable them to take precautions. How-
ever, the number of studies aiming to explain this relationship is limited.
This study aims to illustrate the effect and significance of machine learn-
ing, which is one of the Industry 4.0 applications, on organizational agil-
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ity. In this direction, the concepts of Industry 4.0, machine learning, and
organizational agility have been comprehensively examined and the role
of machine learning, one of the Industry 4.0 applications, in enhancing
organizational agility has been discussed in detail with the arguments
explained by considering the relevant literature.

Keywords:
machine learning, organizational agility , industry 4.0

Endiistri 4.0 Uygulamalar: Baglaminda Makine
Ogreniminin Orgiitsel Ceviklik Uzerindeki Etkisi:
Kavramsal Bir Calisma

Oz

Giintimiizde orgiitlerin, dinamik ¢evre kosullarinda ve giderek artan
rekabet ortaminda ayakta kalabilmeleri giderek daha zorlu hale gelmek-
tedir.Boyle bir ¢evrede,orgiitlerin degisimler ve gelismelerden haberdar
olmalarive bu degisim ve gelisime ayak uydurabilmeleri ve hizli aksiy-
on almalar1 bityiik 6nem tagimaktadir. Bunu miimkiin kilan ise,6rgiitsel
ceviklikleridir kavramidir.Endiistri 4.0, orgiitler i¢in dijital bir degisim
ve donilisim olanagl olusturmus olup, Endiistri 4.0 uygulamalar1 da
sirketlerin dis ¢evrelerindeki doniisiimlere uyum saglamalarinin yani
sira, bu degisikliklere proaktif olarak yanit vermelerini saglamaktadir.
Nitekim Endiistri 4.0 uygulamalari, orgiitsel ¢evikligin gelismesinde ve
olusmasinda olduk¢a 6nemli bir role sahiptir.Bu uygulamalardan biri
de makine 6grenimidir. Makine Ogrenimi, érgiit performansini artira-
cak yontem ve sistemler olugturmaya odaklanan ve bunun i¢in hem
istatistiksel hem de matematiksel teknikleri kullanan bir dizi algoritma
biitiiniidiir. Ote yandan, makine 6grenimi uygulamalari, bityiik bir hiz-
la degisen rekabetci dig ¢evreye karsi kuruluslar: uyararak 6nlem alma-
larini saglamay1 amaglamaktadir. Ancak bu iliskiyi aciklamaya yonelik
calismalarin sayis1 sinirhidir. Bu ¢aligma, Endiistri 4.0 uygulamalarindan
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biri olan makine 6grenmesinin organizasyonel geviklik tizerindeki etkis-
ini ve 6nemini ortaya koymay: amaglamaktadir.Bu dogrultuda Endiistri
4.0, makine Ogrenimi ve oOrgiitsel geviklik kavramlar1 kapsamli bir
sekilde incelenmis ve Endiistri 4.0 uygulamalarindan biri olan makine
ogreniminin orgiitsel cevikligi gelistirmedeki rolii, bu kavramlar dikkate
alinarak kapsamli bir literatiir taramasi gerceklestirilmistir.

Anahtar Kelimeler;
makine 6grenimi, orgiitsel ¢eviklik, endiistri 4.0

1. Introduction

The information and digitalization age leads companies to integrate
and create digital solutions in their internal structures, procedures and
relations with their stakeholders in accordance with the necessities of the
age (Nagy et al. 2018). Being out of date is a situation that threatens the
presence of companies.Hence, the 4th industrial revolution has forced
today’s organizations and the business world to undergo a crucial trans-
formation.

Industry 4.0 depends on the idea of production systems dominated by
digitalization and automation, integrating physical and cyber systems,
where these systems interact through a network(Xu et al., 2018) While
this revolution deeply affects organizations in every aspect, it stands out
as the main tool of competitiveness in the digital age with the advantages
of its applications.Industry 4.0 applications make it possible to simplify
operational processes, decrease costs, customized production, improve
interaction inside and outside the organization, and be rapid in produc-
tion procedures and decision-making (Mohamed, 2018).

Today, adaptation to the external environment, which is changing
rapidly with the effect of digital transformation, is one of the most im-
portant competitive advantages of organizations.In this context, busi-
nesses should make major changes when necessary by reviewing all their
processes and organizational structures in order to adapt to new condi-
tions (Atly, 2013). Agility requires severe structural and systemic changes
within the company.According to Sherehiy et al. (2007), although agility
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includes speed and flexibility, it is a much broader concept than themIn
this context, for an agile structure; radical change, innovation and inno-
vation practices are inevitable elements.

In this study, initially, the concepts of Industry 4.0 and machine learn-
ing were examined in detail, and then the concept of organizational agil-
ity was explained.Afterward, the role of Industry 4.0 applications in the
development of organizational agility is discussed with the necessary
theoretical background and literature knowledge. Finally, this concep-
tual study is briefly evaluated and suggestions for future studies are pre-
sented.

2. LITERATURE REVIEW

2.1. Industry 4.0 Applications

Until today, there have been three major industrial revolutions that
have seriously changed our world (Can and Kiymaz, 2016).In the indus-
trial sense, the First Industrial Revolution (Industry 1.0), which formed
with the invention of the steam engine in the 18th century and, strived
to improve and speed up the production process, was followed by the
Second Industrial Revolution (Industry 2.0), which appeared as a shift to
mass production at the beginning of the 20th century and paved the way
for benefiting from electrical energy.

Afterward, the 3rd Industrial Revolution (Industry 3.0) emerged,
where production techniques and systems ceased to be analog and, digi-
tal procedures took place in the industry (Sayer and Ulker, 2014). There-
fore, after first three industrial revolutions they brought mechanization,
information technology (IT) and electricity, to human production (Yang,
2017). All three revolutions that took place were aimed at improving
productivity in production processes. (Can and Kiymaz, 2016).

However, companies faced very severe complications due to the inter-
nal and external environmental, social, economic, and technological im-
provements experienced at that time, and improving productivity alone
did not bring businesses to the forefront of global competition. Thus, or-
ganizations needed to work interdisciplinary and, the Fourth Industrial
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Revolution (Industry 4.0), in which all objects interact with each other
through the internet tools, has emerged (Yang, 2017).

The new approach, called Industry 4.0, includes a structure and sys-
tem that will entirely alter the production and consumption linkages.
Furthermore, it illustrates the production systems and techniques that
instantly adapt to the changing requirements of the clients, and on the
other hand, the automation procedures that are in constant coordination
and transmission with each other (Sinan, 2016),and it encourages and
facilitates close collaboration between various disciplines in product de-
velopment (Herter and Ovtcharova, 2016).

The concept of Industry 4.0, which can be outlined as the computer-
ized automation of production processes, first emerged with a project
that the German government included among its high-tech investment
strategies. Mrugalska and Wyrwicka (2017) describe the concept of in-
dustry 4.0 as “the integration of complicated physical devices and ma-
chines with networked sensors and software utilized to better predict,
monitor, and plan organizational and societal outcomes.”

The concept of Industry 4.0 is seen as an crucial and the most fun-
damental strategy to survive in a challenging competitive environment
in the future. Mentioned strategies include the configuration and im-
plementation of competitive services and products, as well as flexible
and adaptable logistics services and production methods.Organizations
are underlining the industry 4.0 practices to overcome challenges such
as; increased product customization, increased resource efficiency, and
shortened time to market (Rennug et al, 2016).

Despite the advancing complexness of the Industry 4.0 scenario, it
also has the advantages summarized below: Increasing competition and
adaptablity arising from the dynamic nature of business procedures
(time, price, quality, risk, and environmental-friendliness), Eliminating
malfunctions in the demand chain, Optimizing decision-making with
real-time end-to-end visibility, Provide raised resource productivity
(which delivers the highest output from a given volume of resources)
and efficiency (uses the lowest possible amount of resources to achieve
a given output), Building value opportunities (innovation, new forms of
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work, advancement opportunities for start-ups and SMEs), Decreasing
personal and energy costs (Mrugalska and Wyrwicka, 2017).

Through Industry 4.0, the systems will create continuous effective and
sufficient production. Possible faults in the processes will be detected
and the deficincies will be corrected as soon as possible. Efficiency ratio
is relatively high and production will be concentrated on quality rather
than quantity. Through to flexible and adaptable production, methods
will be altered, and services and products will be effortlessly modified.
With the advancement of technology, expenditures will be minimized,
and large plants will be replaced by small producers and equipment.
Plants and houses will be capable to be observed, monitored and pro-
cessed remotely.

2.1.1 Machine Learning

The concept of Machine learning is an application of artificial intel-
ligence and computer science that progressively raises its accuracy by
concentrating on the usage of algorithms and data to imitate and mimic
the way human beings learn. IBM has a rich history of machine learning.
It is known that the term “machine learning” was first used by one of the
IBM insiders, Arthur Samuel, in his research on the game of checkers.
Expert checkers player Robert Nealey played the match on an IBM 7094
computer in 1962 and failed against the computer.

Considering what is possible today, this achievement may seem al-
most trivial; however, it is seen as an important turning point in the field
of artificial intelligence.In the next few decades, technical and digital ad-
vances in storage and processing power will allow some innovative de-
velopments we know and love today, such as Netflix’s recommendation
engine or self-driving vehicles.

Machine Learning (ML), used by giants technology based organiza-
tions such as Google, Amazon, IBM, and Microsoft, is a subgroup of
artificial intelligence and operate it to reach the unknown by inferring
from the consumed data. Machine Learning, which is a collection of al-
gorithms, focuses on building systems and procedures that will boost
the performance and uses both mathematical and statistical methods for
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this.Machine Learning is involved in face recognition, online shopping,
spam filtering, use of social media, network security threat detection,
fraud detection, document classification, or contacting banks.

Machine Learning algorithms are generally divided into two main
branches: Supervised Machine Learning and Unsupervised Machine
Learning. Supervised Machine Learning algorithms learn what results
to reach with labeled datasets with defined outputThe related training is
given by the data specialist. These algorithms are used more frequently
compared to Unsupervised Machine Learning algorithms.

Unsupervised Machine Learning algorithms learn using unlabeled
data with no defined output.In these algorithms, the data expert does
not act as a guide. Since there are no tags, algorithms are expected to
behave like an explorer.

Machine Learning is used in many fields todayThe number of orga-
nizations aiming to reach the right result by using these algorithms for
different purposes in business life is increasing day by day. Some of the
points that the business world benefits from Machine Learning:

Understanding and Retaining Customers; Many organizations from
different sectors, especially e-commerce companies, use Machine Learn-
ing algorithms to identify their target customers, understand them cor-
rectly, and not lose them.By evaluating the customer data, it becomes
possible to predict the revenue within a certain period in the future, and
this gives direction to the marketing efforts.

Determining Customer Loss; Machine Learning algorithms are also
used to reveal the possible loss of existing customers and the reasons for
this loss. Getting help from algorithms is very helpful because retaining
loyal customers is inexpensive compared to acquiring new customers.
The results obtained also shape the marketing efforts (such as discounts,
special offers) to prevent the loss of customers (Kaynar, 2017).

Determining the Premise in CRM Systems; CRM, namely the Cus-
tomer Relationship Management system, is the approach responsible
for the management of the interaction of businesses with their current
and potential customers (Helfert, 2003).Machine Learning algorithms
are used in CRMs to analyze a subject and get ahead of the others. For

47



MACHINE LEARNING

example, when the word “malfunction” is mentioned in an e-mail, this
e-mail is given priority to be answered (Farquad, 2014).

Making Dynamic Pricing; The business world needs to be able to
make dynamic pricing since the options that the consumer segment can
evaluate through different channels to meet any need are much more to-
day than in the past. In this direction, dynamic pricing is made by using
Machine Learning algorithms to determine demands, interest levels and
attitudes towards campaignsDemand pricing (dynamic pricing), which
is made according to the results achieved by using large amounts of data,
taking into account the variability according to the situations, also con-
tributes to the rapid adaptation of the related business to the market
(Giir Ali and Aritiirk, 2014).

Customer Classification; The intuitions used for marketing strategies
to achieve the purpose of the business have left their place to Machine
Learning algorithms today. As the data stored increases and the algo-
rithms become more complex, the most accurate result is approached.
Identifying the customer segment contributes to personalized marketing
and thus increases sales (Farquad, 2014).

In Human Resources; Based on the fact that the success of businesses
is based on employee success, Human Resources systems determine the
characteristics of an effective employee by using Machine Learning algo-
rithms in new employee recruitment and reflect the data obtained to the
recruitment criteria.

Estimating; It is Machine Learning algorithms that pave the way for
making predictions by making use of more realistic existing data, not
experience while making business decisions. These algorithms, which
benefit from rich analytics, are very functional because they present the
risks to be encountered in the future today. It increases the uptime of
assets, improves their performance, makes their lifespan longer. On the
other hand, it also maximizes productivity. Also, predicting when which
parts of the machines installed in a factory will fail can be given as an
example (Durga, et al. 2006).

As it is understood, it is possible to benefit from Machine Learning
for different purposes in business life.Although the examples given here
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can be multiplied, the main thing to know is that despite all the benefits
of Machine Learning, it is not enchanted. In other words, it is not possi-
ble to reach the right result in a short time with a single data flow. Time,
different data and algorithms are needed to create a model.

2.2 Organizational Agility

The concept of agility was put forward in the early 1990s and was
seen as a solution for the company’s survival in changing environmental
conditions (Nafei, 2016). Organizational agility enables the company to
perceive the changes in the environment and respond quickly to these
changes, thus adapting to the changing external environment and stay-
ing alive.Environmental changes; It covers all changes that concern the
company, such as changes in competitors’ activities, changes in consum-
er behavior and preferences, and legal and economic changes (Overby et
al., 2006).

Many definitions of organizational agility have been made by re-
searchers in the literature.Organizational agility is the firm’s ability to re-
spond quickly to these transformations by utilizing the possibilities and
options that will emerge in its environment to meet consumer demands
(Akkaya ve Tabak, 2018).

Ravichandran (2018) describes organizational agility as the organi-
zation’s capacity to respond and react quickly to changes. Nafei (2016)
defined agility as the ability to take action efficiently and think quickly.
Kanten et al. (2017) explained it as being able to use the resources of the
organization immediately when perceiving the opportunities and threats
in the market and taking action accordingly.

According to Zitkiene and Deksnys (2018), organizational agility is
the capacity and the ability of the organization to notice the transfor-
mations in bothexternal an internal environment and to react quickly to
these changes by using existing resources, and this process increases the
competitiveness of the organization.

As a more broader definition, organizational agility is defined as “be-
ing sensitive to changes in the external environment, gaining competi-
tive advantage with new technologies, adopting governance principles
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such as cooperation, communication, and transparency, creating a lean
and flexible organizational culture in organizations, placing the custom-
er at the center of their work and their desires and needs”(Inanir, 2020).

Organizations with high level of organizational agility; can efficiently
detect and predict environmental transformations, decrease costs by re-
ducing unneeded activities and improve investment opportunities, and
related organizations are aware of the significance of innovation, can
quickly merge resources and capabilities to maintain and increase their
competencies (Darvishmotevali and Tajeddini, 2020).

There are many studies in the literature about the characteristics of
agile organizations.Sherehiy et al. (2007) analyzed past research and
summarized the main characteristics that determine organizational
agility in their study.In their work, (1) flexibility, (2) responsiveness, (3)
a culture of change, (4) speed, (5) integration and low complexity, (6)
quality and customized products, and (7) mobilizing core competencies
are described as the key factors that determine organizational agility.

The concept of organizational agility, which was put forward in the
early 1990s, is the ability of organizations to use their resources efficient-
ly and effectively to create value by considering both internal and exter-
nal conditions (Teece et al., 2016), thus responding quickly to changes in
the environment. (Zitkiene and Deksnys, 2018).

3. Conclusion

With the 3rd Industrial Revolution, the use of information systems
and technologies by organizations started and this situation made sig-
nificant contributions to the agility of organizations.As a matter of fact,
there are many studies conducted in the international literature on this
subject and these studies show that information technologies increase
organizational agility (Lu and Ramamurthy, 2011; Chakravarty et al
2013; Mao et al.2015; Ravichandran, 2018).

With Industry 4.0, autonomous systems and digitalization have be-
gun to enter organizations in every sector.These systems provide advan-
tages such as; speed, flexibility, quality, minimum use of resources, and
continuous interaction within and outside the organization.Therefore,
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it offers advantages to organizations far beyond the benefits of classical
information technologies and systems and contributes to the agility of
organizations in many ways.

In constantly changing, competitive and dynamic market conditions,
agility is much more important for organizations.Because under these
conditions, agile organizations are much more successful than others
(Mao et al., 2015). The reason for this is that organizational success in
dynamic environmental conditions depends on speed, responsiveness
and adaptability. In this direction, organizations have to focus on con-
stantly improving themselves in order to increase their agility, be able to
respond to changes more rapidly in the actions they develop, respond to
changes more easily, and adapt to dynamic conditions more easily.

In short, organizations must be dynamic in their structures, deci-
sions, processes and activities.Organizations can achieve this by being
innovative and interacting with the environment and using their existing
resources efficiently for their purposes (Harraf et al., 2015).For this rea-
son, the technologies and applications they use can provide businesses
with significant advantages in this direction.

Businesses that adapt to Industry 4.0 and its components and use it
within the organization are the enterprises that can benefit most from
this advantage in today’s conditions.Industry 4.0 applications, in terms of
their structure, interact more continuously and more effectively (Chen et
al, 2014), resource use much more efficient (Vaidya et al., 2018) produc-
tion and activities much faster (Serinikli, 2018), and, naturally it makes
organizations much more dynamic and agile.Industry 4.0 has emerged
as a strategic initiative based on the digitalization of production systems.
(Rojko, 2017).

It is these three integrations that enable digital transformation in the
company. For this reason, the use of Industry 4.0 offers a system in which
all elements are integrated with each other, and the organization shows
agile features both in its internal structure and in its activities and re-
lations with the external environmentAs a matter of fact, Industry 4.0
applications provide companies with flexibility, efficiency, speed, agility,
and quality increase (Serinikli, 2018).
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Industry 4.0 can be considered a relatively new concept and the rele-
vant literature is still insufficient as it is still developing.For this reason,
it is thought that both theoretical and empirical research about Industry
4.0 and the concept of machine learning will contribute to the develop-
ment of the related literature.
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Abstract.

In this paper mentions the importance of machine translation and
post-edited machine translation in nowaday, and also describes the
use of NMT for post-processing of output data obtained using existing
machine translation systems. We investigated the post-editing model for
Russian-Kazakh and English-Kazakh translation. The study revealed com-
mon mistakes when translating from English to Kazakh and Russian to
Kazakh and compared the results of the online translation systems sozdik.
kz, yandex, Google translate, webtran.ru. With the help of the obtained
results, we identified the comparative characteristics of online machine
translation systems when translating from English to Kazakh and Russian
to Kazakh, in addition to this, were given the main reasons for errors
when translating from English to Kazakh and Russian to Kazakh.

In the course of the research, the post-editng machine translation
model and the full post-editng machine translation architecture were
built, the materials necessary for the implementation of machine learning
were collected, and the results of the experiment were presented.

Keywords:

Neural Machine Translation (NMT), Machine translation, Kazakh
language, post-editing machine translation (PEMT), machine learning.
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MACHINE LEARNING

11. Introduction

In recent years, the amount of data required for translation has been
growing rapidly, and this factor has contributed to the growing demand
for machine translation. As demand grows, so does the quality and speed
of machine translation. For example, in 2010 the Executive Directorate
of the European Translation Commission decided to develop a machine
translation system that would be available not only to professional
translators, but also to independent publishers who provide unprocessed
translations. In addition, the integration of machine translation with
various translation systems has allowed it to become more widespread
in a professional context. Of course, it seems impossible to completely
replace translators with machine translation, but working with a machine
has become part of the work of professional translators today [2].

The post-edited text must be clear and concise, as well as grammatically
and stylistically appropriate. With this in mind, the International
Standard (ISO / CD 18587: 2017) [24] developed requirements for the
process of post-editing, results and competencies of translators engaged
in post-editing [3].

Nowadays, it is even more important to translate data from one
language to another. About three-quarters (3/4) of Internet users use
free translation tools due to the availability and integration of machine
translation solutions. More than 90% of English speakers use machine
translation software to translate accessible English websites [4].

Despite the significant development of MT systems, the output
material often requires human revision. This process is called post-
processing machine translation (PEMT, post-editing) and means making
corrections to the text of the machine translation in accordance with the
pre-established requirements. Unlike post-editorial editing, in the first
case the source text is a machine translation, and in the second case it is
a human translation. The text that has passed the post-processing stage
can be further submitted to the editor to correct stylistic, grammatical
and lexical errors and the functional orientation of the text to the target
reader. The editing specialist should be more qualified than the translator
or editor. Statistics also show that interaction with MT becomes one of
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the most important components of the work of a professional translator

[5].

12. Motivation and related work

Machine translation is constantly improving, faster, cheaper and
more accurate. However, we still cannot compare the results of machine
translation with the results of human translation. Post-editing machine
translation helps to combine the best of both parties (machine translation
and translator): the speed, ability and skill of trained linguists can help
to process large volumes of text quickly and efficiently [7].

As a result of various experiments, scientists have come to the
conclusion that post-editing takes less time than translating the whole
text. However, time savings vary depending on the type of text [8]. The
results of comparisons and identification of previous experiments (O
‘Brien 2007; Guerberof 2009; Plitt and Masselot 2010 [22]) and recent
experiments (Daems et al. 2017; Carl et al. 2011; Screen 2017 [23]) refute
the notion that post-editing takes less time. However, it is important
to be fair in making such statements. This is due to the fact that some
experiments involved very strong translators, and some involved people
with little experience in the field of translation [8]. The existence of
such two-sided views is due to the linguistic differences (styles) of the
texts. Often, scientific, formal, and literary texts take significantly more
time than translating / post-editing a simple oral text. This is because it
may take time to search for specific terms and words in specific online
resources [8].

Numerous studies and experiments show that the use of the NMT
method is now more successful than other methods of machine
translation. Neural networks allow more accurate translation of text by
context [6]. In addition, the use of special textbooks containing various
scientific terms and professional words in the field related to the field
in which the text to be translated in the implementation of machine
learning helps to improve the quality of machine translation [6].
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13. Analysis of the translation of the Kazakh language in online

machine translation systems

The Kazakh language is an agglutinative language with a complex
nominative (morphological and syntactic) participation of polysynthesis.
The various machine translation systems still cannot translate completely
correctly. The analysis compared various parameters - lexical, gram-
matical and stylistic correctness of the translation, and also revealed
spelling errors, narrowing of the context and distortion of meaning. In
order to assess the quality of the translation and the amount of required
post-editing, an experiment was carried out to compare the translations
of the most popular electronic online MT systems (translators). A
comparative analysis of the translation of complex sentences was
performed to identify errors that occur during machine translation.
Table 1 shows the results of the translation from Russian to Kazakh.
Table 2 shows the results of the translation from English to Kazakh. A
total of 4 machine translation systems were selected to analyze the re-
sults [10,11,12,13].
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Table 1. Results of the translation from Russian to Kazakh.

Source text

Names of machine translation systems and translation results

Google Yandex Sozdik.kz Webtran.ru
translation translation
Viapenue — Crpecc - 6y Ke3- Exnin-ringing Exnin — Crpecc - 6yn
BBIJICICHNIE€ KaKUM- KeNreH aKyCTUKa-7bIK CEerMeHTTIiK 6071y KaH}laﬁ Ke3-Ke/NreH
60 aAKYCTUYECKUM Kypanpgap apKblIbl 6ipmikTepi-HiH AKYCTUYECKUM AKyCTUKAJIBIK
CPEJICTBOM OJIHOII U3 TiNiH cerMeHTTiK 6ipin — OybIHIBL, Kypasbl 6ipi Kypasjiap apKbl/ibl

CErMEHTHBIX €qVHIIL

sI3BIKA — CJIOTa, C/IOBA
W CUHTAarMbl [Accent

is the selection of one

of the segmental units
of a language-a syllable,
word, or syntagma — by

some acoustic means]

6ipnikTepiHiH 6ipiH-
OyBIHJDI, CO3/
HeMeceCHHTarMaHbl
TaHpay [Stress-bul
kez-kelgen akystika-
lyq quraldar arqyly
tildin segmenttik
birlikterinin birin-
byyndy, s6zdi
nemesesintagmany
tanday]

ce3ii HeMece
CUHTarMaHbl
aKyCTUKA-TIBIK
KypanjapMeH
okmaymay [Ekpin-
tildin segmenttik
birlikteri-nin birin
— byyndy, sézdi
nemese sintagmany
akystika-lyq
quraldarmen
ogshaylay]

CerMeHTHBIX 6ipyik
Tim — 6ybIHABI
cesJiep HeMece
cunrarmsl [Ekpin

— bdly qanda1
akysticheskim quraly
biri segmentnyh birlik
tili — byyndy sézder
nemese sintagmy

Ti/I{iH CETMEHTTIK
6ipmixTepinin
6ipin - 6ybIHABI,
ce3ii HeMece
CUHTarMaHbl
TaHpay [Stress -
bul kez-kelgen
akystikalyq
quraldar arqyly
tildin segmenttik
birlikterinin birin
- byyndy, s6zdi
nemese sintagmany
tanday]

S1 MM Kak Mmafgias

cecrpa [I'm like a little

sister to them]

JIuct 6ymaru 1mo ytpam,
Ha KBapTUPY HOCAT HaM
[A sheet of paper in the
morning, they bring us

to the apartment]

Men onap ymin
KillIKeHTall 9IIKeM
CUSIKTBIMBIH [Men
olar ushin kishkentai
apkem siaqtymyn]

TaHepTeH 6ip mapak,
omap 6ispi moTepre
amapapsr [Taferten
bir parag, Olar bizdi
paterge aparady]

Mem onapra kishi
KapbIHJAC peTiHfe
[Men olarga kishi
qaryndas retinde]

TaHepTeH Kara3
maparsl, 6i3
TIdTEpre K1emis
[Tanerten qagaz
paragy, biz paterge
kiemiz]

MeH o7apFra
Kaporagacel [MEN
olarga qaryndasy]

bip mapax Karas
TaHepTeH, maTepre
Tarajpl 6isre [Bir
paraq qagaz tanerten,
paterge tagady bizge]

Men onap yurin
KillIKeHTaii anKeM
CUAKTBIMBIH
[Men olar dshin
kishkenta1 4pkem
staqtymyn]

TaHepTeH 6ip
mapak, omap 6iszi
maTepre JKenesi
[Tanerten bir
parag, olar bizdi
paterge dkeledi]
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Table 2. Results of the translation from English to Kazakh.

Source text

Names of machine translation systems and translation results

Google translation

Yandex translation

Sozdik.kz

When I woke up,
I felt pain all over
my body

Arman and Bakhyt
are playing in the
field

The old men sat
gloomy from
morning to
evening without
saying anything to
each other

MeH ostHFaH Ke3fe

OYKiN meHeM aybIpAbI
[Men oiangan kezde
bukil denem ayyrdy]

Hanama Apman MeH
bakpIT oitHam Xyp
[Dalada Arman men
Baqyt oinap jur]

Kaprrap
TaHepTEHHEH KellKe
meitiH 6ip-6ipine
ellTeHe aiiTIIacTan
KabarbIH TYIin
OTBIPIbI

[Qarttar tanertennen
keshke deiin bir-
birine eshtenie
aitpastan qabagyn
taiip otyrdy]

Osiaranpa 6ykin
IeHeM ayBIPABL

[Men olanganda bukil
denem ayyrdy]

Apman MeH baxpiT
ajlaHfa OMHAaMgbI.
[Arman men Baqyt
alanda oinaidy]

KaprTap TanepTeHHEH
KeIlKe feitiH 6ip-
6ipiue errrene
ajfiTIIacTad KYHIipT
OTBIPABI

[Qarttar tanertennen
keshke deiin bir-birine
eshtene aitpastan
kangirt otyrdy]

MeHiH osIHFaH Ke3Jie
6YKin meHeM aybIpAbI
[Menin o1angan kezde
bukil denem ayyrdy]

Apman MeH baxpIT
OVIHabI Janmaga
[Arman men Bahyt
oinady dalada]

Kaprrap TaHepTeHHEH
KeIlKe feitiH 6ip-
6ipine errrene
alTIIacTaH KabarbiH
TYIAi

[Qarttar tanertennen
keshke deiin bir-birine
eshtene aitpastan
qabagyn tuidi]
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Machine translation systems have advantages and disadvantages in

translation. Analyzing the work of each of them, we identified possible

errors in the translation from Russian to Kazakh and from English to
Kazakh [14]. They are shown in Table 3:

Table 3. Comparative characteristics of online machine translation

systems when translating from Russian to Kazakh
and from English to Kazakh.

Machine Disadvantage Advantage

translation

systems

Google In some cases, there are High quality translation

translation some inconsistencies in of complex scientific and
large sentences technical texts with minor

problems of complex

Yandex When translating large Translates very large

translation texts, parts of a sentence  sentences, complex texts
are not broken or with high quality
translated

Sozdik.kz Translation of large Good translation results for
scientific texts does not words and short sentences
give good results

Webtran.ru During translation, some  Good translation results for

words remain unchanged.

In large sentences, the
connection is incorrect

short sentences and phrases
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In addition, the characteristic of the Kazakh language significantly
affect the occurrence of errors in translation. Here they are:

- proximity of the lexical structure;

- 'The law of harmony;

- agglutination-a series of applications;

- no category;

- Absence of auxiliary words (prepositions);
- special word order [19].

14. Model of post-editing of the Kazakh language in the MTS

Fig. 1 shows the complete machine translation - based full post-editing
architec-ture. Full post-editing is the process of processing the results
of machine translation and producing meaningful translations. It must
produce accurate translations that do not have stylistic inconsistencies
and consistently use correct and approved terminology, avoiding any
grammatical errors.

T i Lt faves wa v F— — — —
Fosl -sdrirmg rraaded]
mschier ranslafeon |
i 1 A

P Trues ladesd Fuli
| :, i [L-th.. -] R
I_ ] : walE n I. Kanakh _ | : o 124 |

!‘*-\.'":.-:l:"\.l R R —

Fig. 1. Full post-editing architecture based on machine translation.
The full post-editing architecture, based on machine translation,

describes in detail how a step-by-step translation from English or
Russian into Kazakh using post-editing processing is done.
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15. Practical results

On the website www.akorda.kz, a parallel corpus of 80022 sentences
in Russian and English was assembled using code written in the Python
programming language. The assembled corpus was translated into the
Kazakh language (into the Cyrillic alphabet of the Kazakh language) ap-
plying Google Translate. However, due to the fact that the Kazakh language
belongs to the group of agglutinative languages, the translation quality was
low. That is, the sentences are incomplete, the word order is incorrect, etc.
This translation was summarized in the document «kaz». A high-quality
and error-free translation of this document was created. This revised
translation is summarized in the «kazedit» document. We processed the
corpus, tokenized the corpus, separated the punctuation from the words.

1. train.kazedit, train.kaz - list of sentences for training;

2. tst2021.kazedit, tst2021.kaz - list of sentences submitted for
validation;

3. tst2022.kazedit, tst2022.kaz - list of sentences submitted for testing;

4. vocab.kazedit, vocab.kaz- list of dictionaries.

For the Russian-Kazakh language, 97.35% of the total corpus was
allocated for training, 1,34% - for validation, 1.31% - for testing. The
number of words and sentences in these documents is shown in Table 4.

Table 4. The amount of information in the documents for machine
learning for the Russian-Kazakh language.

Document name kaz kazedit

train 112728- sentences 112728- sentences
tst2021 1556- sentences 1556- sentences
tst2022 1501- sentences 1501- sentences
vocab 71523- words 70899- words

115785 For the English-Kazakh language, 96.24% of the total corpus
was allocated for training, 2.1% - for validation, 1.66% - for testing. The
number of words and sentences in these documents is shown in Table 5.
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Table 5. The amount of information in the documents for machine
learning for English-Kazakh language.

Document name kaz kazedit

train 84963 - sentences 84963 - sentences
tst2021 1860 - sentences 1860 - sentences
tst2022 1452 - sentences 1452 - sentences
vocab 69103- words 71221- words

88275 We are training this document using the seq2seq model for
NMT (Neural Machine Translation).

The Seq2seq model is a model that takes sentences, words as input
and returns another sequence of elements. The following example is
given for the studied model:

nz Exreddil

SOnymen Bequence.do Sonymen , Uly

togalanvg jeti F.qn";’ w:r $ | dalamyn jeds qyryna
e sequence niodel . o
grageal Uly dala 1 logialalyg

Fig. 2. Example of a sequence-to-sequence model.

The creation of the NMT model is associated with the attention
mechanism, which helps to remember long sentences. The current
target latent state is compared with all baseline states to obtain attention
weights. Based on the attention weights, we calculate the context vector
as a weighted average of the initial states and combine the context vector
with the current target hidden state to get the final attention vector. This
vector is supplied as input for the next time step [9].

The analysis of the results of improving machine translation was
carried out using the BLEU metric. BLEU (bilingual evaluation under-
study) is an algorithm for evaluating the quality of text translated from
one natural language into another [15].

The main purpose of post-editing is to improve translation
performance. When comparing the original translation, the results of
the BLEU metric are as follows:
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Table 6. Results of BLEU metrics.

Yandex translation Post-editing

Google

translation
Russian-Kazakh 8.3
English-Kazakh 7.7 7.1

6.6

10.7
9.4

The main goal of post-editing is to improve the indicator of this

metric. The BLEU metric value when comparing the original enclosures

is 6.6. After the training stage for post-editing into the Kazakh language,
a BLEU metric value of 10.7 was obtained. Due to this, the result of

translating texts has been improved.

An example of some of the sentences that appear as a result of testing

is as follows:

Table 7. Results obtained after machine learning.

kaz

kazedit

JKbIT KOPBITBIHBICHI OOTIBIHIIIA
MeMJIeKeT 6acIIbIChI OyKapasibIK
aKmapaT Kypaijapbl OKinfepiMeH enpi
[Jyl qorytyndysy borynsha memleket
basshysy buqaralyq aqparat quraldary
okilderimen eldi]

Kespecyne Hypcynran Hazap6aes
“KBUT aZlaMbl” MEMJIEKETTIK KY3€T
KpismeTiHiH 6acThIFBI OChI MEKEMEHIH
Appak Ammmm6bexoBuya [Kezdesyde
Nursultan Nazarbaev “jyl adamy”
memlekettik kuzet Qyzmetinin
bastygy osy mekemenin Ardaq
Ashimbekovicha]
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MemiiekeT 6aCUIBICHI YKbIT
KOPBITBIHIBICHI OOIBIHIIIA
enimi3fid 6yKapabIK aKmapar
Kypanpaphbl oKiigepiMen
kesziecti [Memleket basshysy jyl
qorytyndysy borynsha elimizdin
buqaralyq agparat quraldary
okilderimen kezdesti]

Kespecyne Hypcynran Hazap6aes
MemnexeTTik Ky3eT KbI3MeTiHiH
6acIIBIIBIK KYpaMbIHa OCbI
MeKeMeHiH >kaHa 6acTbIFbI ApIaK
OuiMOeKY/IbIH TaHbICTBIPbI
[Kezdesyde Nursultan Nazarbaev
Memlekettik kuzet qyzmetinin
basshylyq quramyna osy
mekemenin jana bastygy Ardaq
Ashimbekulyn tanystyrdy]
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CoHbIMeH TOKTa/IailbIK >KeTi rpaHsix ~ CoHbIMeH , ¥IIbI Ja/IaHbIH XKeTi

¥7b1 mana [Sonymen toqtalaryq jeti KBIpPbIHA TOKTAJIAibIK [Sonymen

granah Uly dala] , Uly dalanyn jeti qyryna
toqtalaryq]

Kespmecy 6appicbIHa TapanTap Kespmecy 6appicbIHa TapanTap

BIHTBIMAKTACTBIFBIHBIH MaHbI3/[bI BIHTBIMAKTACTBIKTBIH

Mocerle/iepiH Ta/lKbUIAfIbl )KOHE OaH  MaHbI3/[bl MaCesieiepi MeH

opi maMBITy IIepCHEeKTUBAIAPBl TYPU3M TYPU3M CaTachIH/IAFbI

cajachIH/IaFbI KaTbIHacTapabl [Kezdesy KaTbiHacTapzbl ofaH api

barysynda taraptar yntymaqtastygynyn JgaMbITy IepCIIeKTUBaIapbIH

manyzdy maselelerin talqylady jane tankputagsl [Kezdesy barysynda

odan ari damyty perspektivalary taraptar yntymaqtastyqtyn

tyrizm salasyndagy qatynastardy] manyzdy maseleleri men tyrizm
salasyndagy qatynastardy odan
ari damyty perspektivalaryn
talqylady]

Analyzing the resulting sentences:

- word and word connection;
- the meaning of the sentence, and etc. can be seen to be well
translated.

16. Conclusion and future work

Nowadays, the use of new technology and quality data is the result of
machine translation. In order to improve the quality of translation, the
system is constantly updated and checked, which simplifies and speeds
up the work of translators. We analyzed online machine translation sys-
tems and identified common translation errors, as well as the advantages
and disadvantages of machine translation systems from Russian into Ka-
zakh and from English into Kazakh. In addition, a post-editing model
was created for Russian-Kazakh and English-Kazakh translations, and a
bilingual parallel corpus was assembled. The corpus, containing a total
of 115785 sentences, was assembled using programming code tailored to
the characteristics of each language. Various statistics are collected on
the collected corpus and translation errors are grouped. After machine
learning, we got the result: best bleu - 11.7.
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The main contribution to this work is: automated collection of par-
allel corpuses for English-Kazakh and Russian-Kazakh translations.
Development of a post-editing model for the Kazakh language in
machine translation systems, with consider linguistic properties of the
language. To improve the quality of translation and the work of the post-
edit model, an approach based on a neural network was applied.

In the future, it is planned to increase the quantity of the corpus and
use the Latin alphabet of the Kazakh language.
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Abstract

This article provides an overview of the works and technologies relat-
ed to machine translation in accordance with a given pair of languages.
Based on the model of a complete set of endings, the problem of machine
translation for a pair of Tatar-Kazakh languages is considered. For the
development of Kazakh-Tatar machine translation, the morphological
model CSE (Complete Set of Endings) is taken as a basis. During the
research work, the necessary linguistic resources were collected and a
program was developed. A complete set of connections of Kazakh-Tatar
languages is being created. Morphological analysis of compounds and
compilation of morphological tables in accordance with each language.
Morphological tables will also be identified; for a pair of Kazakh-Tatar
languages, a matching list of a set of Stem words and a matching list of a
set of Stop Word words will be formed. A machine translation algorithm
for a pair of Kazakh-Tatar languages will be developed based on a mod-
el of a complete set of endings. Software based on this algorithm will
be developed. The scientific contribution of the article is that new ma-
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chine translation technology was created based on the CSE model. Ex-
periments results shoes possibility of proposed technology of machine
translation for Turkic languages.

Keywords:
Tatar language, Kazakh language, morphology model, machine trans-
lation, morphological analysis.

1. Introduction

The modern world and our near future depend on applied intelligent
systems, as new technologies are evolving every day. One of the tasks of
intelligent systems is machine (automated) translation from one natural
language to another. Machine translation (MT) allows people to com-
municate regardless of language differences, as it removes the language
barrier and opens up new languages for communication. In general,
there are several types of machine translation. In current day, state-of
art in machine translation is neural machine translation (NMT). Never-
theless, there are low-resource languages for which are not satisfactory
volume of parallel corpora for realized of NMT for these languages. Most
of Turkic languages are low-resource languages.

The Turkic languages are the largest linguistic group among the Altai
languages. The syntax, morphology and phonology of the Turkic lan-
guages are similar. Kazakh and Tatar languages belong to the group of
Turkic languages. Kazakh is the state language of the Republic of Ka-
zakhstan, as well as the native language of Kazakhs living in China, Uz-
bekistan, Russia, Mongolia and other countries. The Kazakh language
belongs to the Kipchak-Nogai branch of the Kipchak group of Turkic
languages [4]. The national language of the Tatar people is the Tatar lan-
guage. It is the state language of the Republic of Tatarstan and the second
language in terms of distribution and number of speakers in the Russian
Federation. The Tatar language belongs to the Kipchak group of Turkic
languages, within which the Kipchak-Bulgar branch is located [5].

Despite the rapid development of machine translation from Kazakh into
various languages and vice versa, there are still cases when some transla-
tion systems return low-quality translation results. In addition, many Tur-
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kic languages are less resource-intensive, and this factor may lead to lim-
ited use of Turkic languages in the current era of digitalization. This prob-
lem motivates researchers to consider and use different methods and algo-
rithms, and increase the amount of resources required. At the present time
of rapid development of information flow, it is very important to develop
Kazakh-Tatar machine translation and get quality results from it. Tatar and
Kazakh languages are closely related to the Turkic language group and have
many grammatical similarities. This similarity allows to use the CSE model
for Kazakh and Tatar in language tools development. In order to imple-
ment the Kazakh-Tatar machine translation, the morphological model of
the CSE is used. The CSE model is an example of a complete set of endings,
and the fact that all the endings in it are summarized in tables greatly con-
tributes to the implementation of natural language processing problems.
The scientific contribution of this work is that new machine translation
technology for Kazakh-Tatar was created based on the CSE model.

2. Related works

This section discusses previous work on the MT of these languages,
including available corpus and language resources. Two Turkic languag-
es considered in the study: Tatar and Kazakh.

In general, within the framework of the Apertium project [6], work
is underway to create machine translation systems (key components
such as rule-based morphological converters) for translation between
Tatar-Bashkir, Turkish-Kyrgyz, Azerbaijani-Turkish, etc. Among the re-
leased MT systems is Kazakh-Tatar [7]. Kazakh-Tatar languages pair is
supported by Google Translate and Yandex Translate. However, because
these products are commercial systems, their source data and software
are closed, and these products are diffiluclt to embed to new software
products. Therefore, in this work is proposed alternative way for creating
machine translation, based on using relational decision models based
on CSE morphology model. By opinion of authors is actual to create
machine translation systems with possibility to realize as small volume
applications for speech-to-speech. Proposed MT technology based on
CSE morphology model oriented on such tasks, because realized on re-
lational (tabular) data models.
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3. The Tatar and Kazakh languages

Tatar and Kazakh languages belong to the Kipchak (or north-west-
ern) group of Turkic languages. There is also a large community of native
speakers in China, neighboring Central Eurasian republics, and Mon-
golia, where Kazakh is the main state language in Kazakhstan. The total
number of speakers is at least 10 million. Tatar is spoken by about 6
million people in and around Tatarstan. It is an official language of the
Russian Federation, along with Russians in Tatarstan.

The Kazakh and Tatar languages are an agglutinative language group
with complex nominative and morphological and syntactic rules of poly-
synthetics. Due to the annual development of the country at the global
level and the growth of external relations, various translation programs
are widely used in the translation into Kazakh or other languages. In ad-
dition, there are a small number of dictionaries, multilingual, bilingual
dictionaries, translation systems and other linguistic concepts in both
Tatar and Kazakh languages. Therefore, the main goal is to increase these
resources. It is known that machine translation from one language to
another is one of the tasks of intelligent systems, for example, the quality
of machine translation is in some cases lower. However, in most cases
it is possible to know the original meaning. Therefore, this is the main
problem of the machine drive system.

3.1 Difference of Tatar and Kazakh

Tatar and Kazakh languages, as close languages, combine many pho-
nological processes, including systems of consonant sound. Although
both Kazakh and Tatar belong to the group of Turkic languages, includ-
ing the Kipchak group, which includes thick and hard sounds, there are
differences and similarities in the phonetic system. In general, there are
42 letters in the Kazakh language and 39 letters in the Tatar language.
There are 12 vowels in Kazakh and 9 in Tatar. Number of consonant
sounds in the Kazakh language - 26, in the Tatar language - 28. Specific
letters in the Kazakh language: o, F, K, H, ©, Y, Y, i, h. Letters typical of the
Tatar language: 9, 0, Y, X, H, h. Vowels are divided into 3 parts in Kazakh
and 2 parts in Tatar. The sound of [n] in Tatar is used in the same way as
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the sound of [n] in Kazakh, which is pronounced through the nose. For
example, rain is rain, new is new, and so on. One of the sounds in the

«__»

Tatar language is represented by the Kazakh sounds “a”, “e” and “y”. For
example, mother is mother, father is father, say is say, mother is mother,
and so on.

Kazakh and Tatar are grammatically similar languages in the Turkic
group of languages. In general, the grammatical structure of the Tatar
language, as in the Kazakh language, is divided into root words, com-
pound words, derivative words, compound words and double words. It
is limited to 9 word groups in the grammar of the Kazakh language, and
6 basic word groups in the Tatar language. Word groups in the Tatar lan-
guage are divided into auxiliary word groups, special word groups, main
word groups. If we consider the system of cases of the Kazakh and Tatar
languages, there are 7 cases in the Kazakh language, and 6 types of cases

in the Tatar language (Table 1).

Table 1. The system of cases in the Kazakh and Tatar languages.

inees Enalimgs
Kazakh Tatar Karzkh Taim
MNonunative chie B TSRS
{Atan coptign ) Bas krleshe) -
Gemtive case Hazek knaeme -MAL - BN, DL - RN, -TH - -HL -
(T seplig) (Talek kileshe) T1H

Coryay'man, dyy'dun, tvry'tan)
Dabive case FOHa0S MEaeE | -Fa'-re -Ra K Fi/-Fa -Ka'-Ks
(Barys septigi) | (Imalesh lnleshe) |} (ga'ge. ga'ge)
ACCsRIVe Case Tomss ERIem: =HBE-HE -JBD -1 -Thi-Ti -HBL -HE
(Tabevs seplagm) {Toahem kilesbe) | (name, dy'di, tyin)

Lacative caske

Hbir il KILaeme

HAM/ -HEH <TAR Tl - JaM-J¢H

-EIEY -HJ - TaH -

(Fabys sephigi) (Chyeysh kileshe) | (pan'nen. dan/den. tan‘ten) e8-3R 220
Ablative case ¥ - BAKBIT -3a°- 3 -Ta’-Te -38/-19 -TA -Ta
(Shygys sepiam) 3 ik [ e 1] (daide, taie)

(¥ryn-vaky

kabeshe)

Instrumental case
(Foone ke,
septig)

-MeH/ el - DeE
(men, ben, pen)
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As you can see from the table, in the Tatar language, without its auxil-
iaries, its function is performed by conjunctive pronouns such as birlan,
berga, bergalep, berlek. Kazakh linguists also believe that the auxiliary
suffix originated from this unit: historically.

Another example of the large-scale morphological differences be-
tween Tatars and Kazakhs is that in the Kazakh language there is a 2-sid-
ed polite form, and in the Tatar language there is no 2-sided polite form,
which is given in Table 2.

Table 2. 1%, 2°4, 3" pers. pronoun systems of Kazakh and Tatar

_Persans Kazakh language _Tatar language
simgular I plurar singular plural
1™ persom mem iz MEH Daz
1 person a1l cender CHH el
I gide polite person  5iz sizder CHH 083
3w PRI al | olar 'I,I iL'L1E!

In conclusion, the Kazakh-Tatar languages, which belong to the group
of Turkic languages, are closely related, although they have differences in
grammatical, lexical and phonetic levels.

4. Method of machine translation
The steps for machine translation of the Kazakh-Tatar language pair
on the basis of the CSE model are as follows:

1. development of a complete set of endings for Kazakh-Tatar lan-
guages using the morphological model CSE

2. conducting a morphological analysis of the connections of Ka-
zakh-Tatar languages, drawing up a morphological table of the
connections of the Kazakh language and the Tatar language

3. identification of the morphological table of Kazakh-Tatar languag-
es

4. create a list of stem words bases of the Kazakh-Tatar language

5. Create a list of stop words base of the Kazakh-Tatar language
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6. creation of an algorithm for machine translation into the Ka-
zakh-Tatar language based on the CSE model
7. creating software based on an algorithm

The steps listed above are analyzed separately below.

4.1 Development of a complete set of endings for Kazakh-Tatar

languages using the morphological model CSE

A complete set of endings has been developed for the Kazakh lan-
guage using the morphological model CSE[1]. Words in the Tatar lan-
guage have 3 large conjunctions that are attached to the noun words,
which are

Plural endings(K)
Possessive endings(T)
Case endings(C)
Stem words (S)

Let’s look at all possible options for placing suffix types: one type, two
types, and three types. The number of placements in the Tatar language
is 7.

3 locations of one type of endings (K, T, C) are a valid definition in
terms of meaning. Two different endings have 3 semantic favorable lo-
cations (KT, TC, KC). Of the three types of endings, there is 1 semantic
acceptable type of placements (KTC). We have considered endings in
Tatar as nominal base words (nouns, adjectives and numerals) and ver-
bal base words (verbs, adverbs, adverbs, Rays). Complete set of Tatar
endings: total — 5217.

Inferring of endings for Tatar language different placement types for
Tatar endings presents in Tables 3-5.
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Table 3. Inferring of endings for placement type KT (Plural-Possessive).

— - E——————— -
Tatsr Suffixes type K Suffioes tvpe T Numbser
Smgular Plural
Hap ENL, %l ORI, EOey i * 5= H)
ZEJ::u:q:In map-
aap- ML EH TR, &7
.-HIF- W, 2 M, e
- Tl L. B OB, HIk 5
R~ 4L B 8 e, BTl 5
Aap BENE. WL, B BB, BRI 5
-nap- £l #H 8 ehel, #rel 5

Number of endings fot Tatar language placement KT is 20.

Table 4. Inferring of endings for placement type KC (Plural-Case)

Suffixes type K Suffixes type O Mumber
Examples Bap- 1. mom - 4¥6=14
Hap- 2. gen MM, BEH
aap- i dat . e
a- 4 acc HL, BE
5 boc aa. ga
6. ahbl aas g
7. pen GeTaH
-Hap- -WIM, TR, MM, T2, 308, De3an &
Hap- -HEH, &, BE, 03 BaH, Ge1 ]
-JHp- -HBIH, A, He. I8, 08, SEan ]
-Aap- -men, re, We, 12, 3, Denaan r.i-
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Table 5. Infering of endings for placement type TC (Possessive-Case)

Suffixes hpeT Sufiees type C Muamber
Sampular Plural
Ensmples  si-, kv, o0- OBy, ey 1. mom . 2974429
e, BEH- S8 brhary atey 2 pen MRS Hel 1B+ ¥
Chll=, O8=, Bls e R, réd BITR. A dat 4 @ ra e 102
&) 4. e Hi, Ha
5. boc HEL, He®
& abl . I
HaH, HaH
7. g AAH, I
Began
I, BInd DRI, BIOETE JHEIH, &, T3, HAL 53, 1EXH, M4
aaap, Bean
23 0o, eie] -HEH, 2, T, BE, 12, HaH 18
JaH, Bedan
o BIE R, KPR HEIN, & 1A, HAL 34 HaH el |
JAH Genan
o el frel e, 2, [e, Be, T2, Han 15
I3, DeTan
i JHEIH, Ha, MM, 30, Has &
e
o -HEH, Ha, HE, 32, EaH &
fenan
& JHEH, e M E3a, HaH (1]
[

4.2 Development of relational decision tables of morphological
analysis Tatar and Kazakh languages using the CSE model

Morphological analysis of Tatar endings presents as relational deci-
sion tables is shown in the Table 6-9.

Table 6. Morphological analysis of KT endings of the Tatar language

Tatar KT Endmgs Morph analysas

HApKM “MB=>*map-oplYsapos><5g==pl =

HAPKH «NB>*map<pl*smapos<sgapl>

RN <HB>*Eap<pl> R pos s gpas

HAPKTH <HBtpappl fumaneposs<pleapl=
| mAapGL <HNE>*gap<pl>fubm<por—<ple<p|>
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Table 7. Morphological analysis of KC endings of the Tatar language

Tatar KC Endings Morph analysas

HApHBIH <MNB>*map-<pl>*mum<pen™
mapra <MNB>*map<pl>*ra<dat-
HAPHE <MB~*map<pl>ER<aee>
HAI[.IA <ME>*Eap-pl>*aa<kc>
Hap T <HEBE>Eapcpl>taae<abl-
Hag=tETEH <MNBE=*map<pl—detan

Table 8. Morphological analysis of TC endings of the Tatar language

Morph analyss Tatar TC Endmgs
CNE P -cig s pl > P HBIE gen AIHBEH

MBS poras-cag - pl g <das iz

MBS < pons-ap ] = e Y
._H'But,,._-lm.;_a__._ﬁ ,_-Fl--. #aaloc si3a
=H'H'-"u--pu-.'-- wg-<pl>%gan-abl> ipias
<RS- P g p ] e aH YR BT

Table 9. Morphological analysis of KTC endings of the Tatar language

Mosph analysns Tatar I:?Endmpﬁ
< NE*mapopl>*sr<posc-<ig ~<cpl > *mar<penc HAp&ISERIH
<NE>*map<pl>*snr<pos<sg><pl > St b
<NE*rajropl-*hai-pos=sg=p] = *EMCacc HApEIRER
<NB*map<pl=*anpos s -<pl > taudoc Hapaniza
<MNB>*mappl-*sia<pos-<sgipl > *man-<abl> HapkiuEH

< MA-*mappl>*we poas<ag=<pl =degan HAPINE-Da T
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Thus, for 5217 Tatar language endings were constructed relational de-
cision tables for morphological analysis.

Below is an example of one for each group based on the endings of
Kazakh nominal and verval base words (Table 10-11).

Table 10. Morphological analysis of endings of Kazakh
nominal base words

Tvpes  Emdmgs ~ Morph analysis
K dai <NB>-*dar<pl-
T m =NE=*m=pos—<sg=<pl>
C fa =MNB>*pa<dai>
I YT “NE=*mymcper=cag<pl=
ET darya =NEB=*dar<pl=*ym<pos—<spr<pl>
KC diardym “INB>*dar<pl>*dy-gen=>
EJ danmyz “MNB>*dar-pl>*myz<per-<pl=pl>
TC MET) <NEBE>* e pos =ty pess
i damiym <NB>*da<loc>*myncper>-<sg<pl >
T it | < B PSP~ ) g ST P R P
ETC darymyT =B dar<pl = "y pos<sp<p | = I pens
KT] lanymeg <NBE>*dar<pl™*ym<pos-Cagsop | >l persCgpop I
KCY Earganmvmn <MNB>Ydar pl-* fa<dsi*anyn<per—sg=pl>
TCT mAnyT --.:.';H."‘ﬂhﬁgl"—\-a'lj"‘":I-\-il‘l"'.m}'n--w‘."-\. v.E_-.P] "
ETC]  danamanmyn <MEBE>*dar<pl>*ym< pos=Cspson ] > addalt* oy gtpl
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Table 11. Morphological analysis of endings of Kazakh
verbal base words

___'B:Eg'i- E‘I‘I-dEEE Momph analysis
spri v <VB>*mrym=spri—<per-<sg><pl>
it ¥p eryEsnm <VB>*p otyr<epr*myn par<sg<pl>
tpr AT <WH>*atp - fmrm<per=<yg<pl >
lieg
ipri mazmym <\WH> *mar<ip *myn-per=sgrpl>
Pt fym <VB>*ty<pstmrper=<sg><pl>
g
pt ey VB> ety pai P s per e -cpl >
ppt EANETY “WB>*pan<ppl- *mynper >-<sg-pl>
apn Y| =VH=ypeapt-*pyir-per-csg<pl =
neg
apt MAPPFT =VE=*mua<peg> *papl=-pym<per=<sg=<pi>
fpat abynEyn <VE>Satyn<tpt>*nryn<per-<sp-<pl>
neg
Tpat ATy Oy <VH>"ma<peg> Siyn<ipr-myn<per-<sg<pl >
aft arsyn =VE>*arafi>*symepers<sgrpl>
dicg
aft aremSpYL <NVB>Sarcafi-femes<seg™ Ypyucper<sg<pl>
aft I <VE=*maq<ifi>fpymeper=ceg=<pl>
neg it magemsspym B s Yemescnep S Tpyn < per o sop ] >
it BITIVI VB> -y per<sg<p >
neg it baomym =VH>*ba<neg-*1<th>*myn-per=<sg==pl >
RE gandar <%B>*gan<pp>*dar-pl-
BT EAEATH <VB>*pan<pp-tymeposs-<sg—<pl>
RC EAEIYE <WESgan ppo-tayie pen
RY EAETT =VH=fgan<ppnmm<per=<epg=<pl>
RKT pandarym <\WB>*pan<pp>*dar<pl>*pm<pos s po-pl >
REC pandardve <WB=*gan<pp-*dar<pl>*dvir<gen>
RE] gandarmyz <WVH=*gan<pp=*dar<pl-*myz=per—pl—~pl=
RIC EAEFTENNT <NWB=*gan<pp=*ympos=sg=<pl > *nyn< pen>

RRETC | masmdarymumye <WB="gan<pp=-fdarcpl-Sym<poss—sgo—pl ~Smym<gen™
REC]  madargamyn <VH>*gan<pp-*dar-pl-*pacdal=*anmeper < sp=pl >

Thus, for 5368 Kazakh language endings were constructed relational
decision tables for morphological analysis.
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4.3 Development of corresponding table of morphological analysis
of endings, stem words and stop words for Tatar and Kazakh lan-
guages using the CSE model

Using the collection of Kazakh-Tatar language endings based on the
morphological model of the CSE, a corresponding table of morpholog-
ical features of the endings of two languages was developed (Table 12).
The morphological properties of each addition of the Kazakh language
were found in the morphological table of the Tatar language, and the
corresponding morphological features were added to a separate table.

Table 12. Morphological table of Kazakh-Tatar endings

Eazakhk Kazakh Morph Tutar Morph Farsr

Emsdmprs Endmzs

dar TN *dar Pl T<NB “iap=-pl .I'!H].I

ma M B s |:-1 - MNB="u Lt 1|: ] ]

fim MB>"fa = MB>*Ta<dnt T ]

Iyl NB>"mrymper=Csg=<pl MNB>* <pey--yg=p] ety

darm ™NH~*dar- pl NB-*Hap=pl=~ LR
e e p ] PRl s gt p ]

dammamm WH=*darpl MBE>*mapopl HNpAIMD
i 1t et et e "M g o]
facdal-tmnymag—<pl *a—dal- ¥ <per-<sge<pl

According to this approach, a complete correspondence to the base
of endings of each language has been developed. A total of 5,217 end-
ings were identified for morphological characteristics. The basis of the
Kazakh language was the correspondence of the endings of the Tatar
language.

Translation into Tatar was carried out using special dictionaries and
an online translation system to create a corresponding list of the pre-
pared Kazakh and Tatar stem word base (Table 13).

85



MACHINE LEARNING

Table 13. Stems in Kazakh and Tatar

stem in gazaq stem in tatar
bir oep

bala bana

belg1 omIre

In addition, a corresponding list of stop words of the Kazakh-Tatar
language was compiled (Table 14).

Table 14. Stop words in Kazakh and Tatar

SWin gazaq SWin tatar
men MHH
jéane ham
ne SAKH

4.4 Creation of an algorithm for machine translation into the Ka-

zakh-Tatar language based on the CSE model

Based on the CSE model, the algorithm for machine translation into
Kazakh-Tatar was constructed as follows:

1. We break down a given sentence (SS) into a separate word (W1i)

The word (W) is first compared with the dictionary of stop words.
If the word (W7i) is in the dictionary of stop words, then it is consid-
ered a stop word, and a stop word in the language WiTL=StWiTL
is taken as a translation of the word in accordance with this word.
Step 3 is performed if a match is not found in the dictionary of
Stop words.

3. Stemming the separate word (Wi). Stis is stem of Wi, Eis is end-
ing of Wi (present in the base of endings).
fsteming(Wi)=Stis+Eis
If the Wi is in the stop word base, a direct translation is put, you
don’t need to make stemming
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4. We look for the Eis ending from the morphological table shown in
Table 3. We find Eit - the ending of the corresponding line Eis.
5. In the stem word base, we find Sti t - translation of the stem word

Stis
6. Ti=Stit+Eit
7. T=2Ti

5. Experiments and results

The main advantage of the CSE model is mathematically deducing
the legitimacy of the location of connections, using the model you can
quickly and easily extract a list of connections, even if you do not fully
know the established language. Therefore, in this work, a translation into
the Kazakh-Tatar language was made using the CSE model.

In general, the algorithm was implemented in the python program-
ming language, taking four documents as input. They:

- Morphological table of Qaz-tat compounds (“qaz-tat-tab.xlsx “);
- Qaz-tat Stem Dictionary (“qaz-tat-stems.xlsx );

- Words qaz-tat stopwords (“qaz-tat-stopwords.xlsx “);

- Text in Kazakh (“text-qaz.txt ).

As aresult of the program, a translation of the original Kazakh text or
sentence into the Tatar language is obtained.

In testing the operation of the MA algorithm, implemented on the
basis of a model of a complete set of connections of KAZ-tat languages,
a corpus of 45 parallel sentences of KAZ-TAT languages was used. In
addition, a model of a set of complete connections was used for the input
of the program, consisting of a list of 12 stop words, a dictionary of 538
stems and 5217 connections. The results obtained for the Kazakh-Tatar
language pair are presented in Table 15.
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Table 15. The results obtained for the Kazakh-Tatar

language pair (segment)

Saurce bext in Qazag

Tramslated text by the oor
program

Correct transintion of text

Radiotetunks gazerin [UABCTEXENRSEpTS qazegepra PANROPeXEHES Xalspre
kerde adamem kerng sdamzstepra Giniinm KA AR SRR
comenmnm) barlvg barlygepre salaceiaa TOPMBIIIEHMH COpIkK
salasymda qoldanady qoldanmacrsp THPMAKTS KVTLIANRLIN
Aivsaly kez kalpes mipsaler | hap exiies gasyqivara Macamas | Telass Kafichl
qasvangia iadiotelefoEn bailanyac s AT PATHOTETSG0H
rudiotelefon omnateepra: | keskomm | VIPMT2CT VPHAETHEPY .
baskamysyn omatu theriejepra | suretepra EYPITRIpEHS |

kpskin cloerieg suged pATElEpESs WAL BRI CHIEBIMT AN PHR

pazel marricalanm 1aratepra | PECEMHEPNE | TABETA
tarwin, tez dreketh tezepra Arekettiepra telegrafiue  s@TpEATap

tedegrafivg madiabulanyseprs jJasanspra TPARE MERATYY | THE
radiobalanys jasiu koemosepra abgelohlenspra me  Xaposar HTYEE Temerpad
Kosmes objekiilen HH jepss | WIEMT0E |

men per, kosmos kosmosepra apparabiapemse Eocxeoc obpesTaape ham
apparattarynyy &2 Taepra arncean tkelsen WHP . KHILIK ANmapataap
arasynds tikela bailanysepra omatyviracanp T3 apACHERA TYPR ATAMTa
bailanys ematylady.

VPHEADITHETE

The metrics TER (Translation Error Rate), WER (Word Error Rate)
and BLEU (Bilingual Evaluation Understudy) were used to evaluate the
results of the machine translation Kazakh-Tatar based on the CSE model.

Results of experiments presents in Table 16.

Table 16. Result of experiment

Language pair

TEE

WER

BLEU

Enzakh- Urhek

fi &1 {163

1 T

The results of the experiment of machine translation Kazakh-Tatar
of the proposed technology show a high percentage of errors, the trans-
lation itself in meaning turned out to be very close to the translation

template.
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6. Conclusion

In this research paper, a machine translation into the Kazakh-Tatar
language was made based on the CSE model. The article describes the
process of performing the steps necessary for machine translation, as
well as fragments and examples of accumulated language resources. In
addition, an algorithm has been created that is necessary for machine
translation into the Kazakh-Tatar language based on the CSE model, its
steps and formulas used are shown. The algorithm is implemented in the
Python programming language.

Scientific contribution of this article: creation of machine translation
technology based on the CSE model and demonstration of its results in
experiments. The results obtained in experiments showed a value of 0.61
when evaluating the TER metric from a text composed of 630 words.
Although the results of a formal assessment of machine translation using
the proposed technology show a high percentage of errors, the trans-
lation itself in meaning turned out to be very close to the translation
template. This shows that the use of the proposed technology is possible
and the proposed machine translation technology does not need large
volumes of parallel corpora for training.

In the future, it is planned to improve of quality of proposed machine
translation technology, to create speech-to-speech (STS) technology on
the cascade model. To do this, needs to create a text-to-speech (TTS)
and speech-to-text (STT) parts of cascade model, and using the technol-
ogy developed in this article for part text-to-text (TTT).
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